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Glossary
Cross-sectional studies Designs that involve gathering data at one time point for all subjects.
Disambiguated task Tasks that clearly measure a separable or single process or construct (i.e., tasks that do not attempt to
measure several processes or constructs simultaneously) so that mechanisms can be tested.
Framing effect The pattern of preferring a sure win over a gamble when a decision is presented in a gain frame, but preferring a
gamble over a sure loss when a mathematically identical decision is presented in a loss frame.
Frontostriatal network Network in the brain linked to risk taking and impatient behavior (e.g., Galván, 2021; van den Bos
et al., 2015).
Impulsivity Broadly, the quality of lacking self-control (or self-regulation or impulse control) or difficulties with inhibition
(i.e., acting without thinking).
Longitudinal designs Designs that involve collecting data at several time points for each subject.
Sensation seeking The quality of being draw toward new or exciting feelings or experiences.
Tolerance toward ambiguity The extent to which a decision maker is comfortable not knowing the precise risks or outcomes
involved in a decision.
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Abstract

Several dual and multi-process models have been advanced to understand adolescent risk taking behavior such as unpro-
tected sex and substance use. In this chapter, we describe the major mechanisms for explaining this kind of behavior
proposed by four such models: dual systems model, neural imbalance model, prototype willingness model, and
fuzzy-trace theory. We evaluate how each model, respectively, has fared in explaining risk taking behavior in the real
world, as well as less ambiguous critical tests for such models. Based on this discussion and evaluation, we provide an
integrative summary of what can be learned from these models in terms of understanding risk taking among adolescents.
Further, we explain the practical implications of such lessons with respect to designing interventions aimed at reducing such
behaviors.
This chapter discusses theories and models of adolescent decision making that collectively predict and explain a substantial portion
of health-related risk taking in the real world. These theories and models are similar to the extent that they each involve at least two
different processes or factors that independently contribute to risk taking, although the nature of these processes or factors differs
substantially. Because of the interdisciplinary nature of research involving adolescent risk taking, it is important at the outset to
clarify some of the terminology we will use throughout this chapter.

We use the phrase “risk taking” in reference to behavior in the real world that is often health-related and carries the possibility of
negative consequences. Typical examples include smoking, alcohol use, drug use, drinking and driving, and unprotected sex. We use
the term “risk preference” to refer to an individual’s attitude toward outcomes (positive or negative) that are uncertain or variable.
Risk preference is often assessed using unconfounded laboratory tasks where individuals make decisions between options that differ
in riskiness, such as between a sure option or a gamble (e.g., winning $20 for sure vs a 50% chance of winning $40 or 50% chance of
winning nothing; see Edelson and Reyna, 2021). Notably, several laboratory tasks that purport to assess risk preference are
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confounded in the sense that they tap additional factors that may be relevant to risk taking (such as sensation seeking1 or tolerance
toward ambiguity) and thus may be useful in that sense but are not precise measures of risk preference.

Further, while risk preference is one of several factors that relates to risk taking in the real world, the two are not one and the
same. For example, another critical component of risk taking is the opportunity to take risks, based on factors such as (lack of ) adult
supervision, the relevant legal and regulatory framework, and available resources to engage in certain behaviors (Defoe et al., 2015;
Gerrard et al., 2008). As we explain below inmore detail, risk taking can be thought of as the product of several factors including risk
preference, opportunity to take risks, and individual factors such as sensation seeking and impulsivity.

In the sections that follow we describe the basic tenets of dual systems and neural imbalance models, prototype willingness
model, and fuzzy-trace theory. For each model or theory, we also provide an evaluation of how each has fared in explaining risk
taking among young people, and practical implications for health-related interventions of each theory or model are discussed.
We conclude with an integrative summary of what each model or theory contributes to explaining risk taking and further
implications for promoting health among young people.

Dual systems model

One of the major models of adolescent risk taking is the dual systems model (DSM; Shulman et al., 2016; Steinberg, 2008). This
model has been applied to risk taking activities that can impact adolescent health including drunk driving, alcohol and drug use,
and having unprotected sex, as well as “antisocial” risks including fighting, stealing, and vandalism (Duell et al., 2018). According to
DSM, risk taking during adolescence arises from a developmental neural imbalance in maturity in areas of the brain associated with
socioemotional reward processing manifesting in sensation seeking on the one hand, and self-regulation or impulse control on the
other hand. Specifically, sensation seeking increases during adolescence, peaking during middle or late adolescence, and then
declines until it evens out during adulthood (Steinberg et al., 2018). Cognitive control or self-regulation increases (or impulsivity
decreases) more gradually with age, such that at the time young people are experiencing a peak in sensitivity to reward their ability
to exercise cognitive control or self-regulation is relatively limited (i.e., they are more impulsive) compared to when they are older
(Steinberg et al., 2018). Accordingly, it is this neural imbalance between these two systems—socioemotional reward and cognitive
control/self-regulation/impulsivity—that is thought to predispose young people to take risks, which ultimately manifests in
behavior (Shulman et al., 2016).

Since its introduction in 2008, DSM has developed over time and ideas about measurement and testing the two systems have
evolved, but the fundamental premise remains the same (Shulman et al., 2016; Steinberg et al., 2018; Steinberg and Icenogle,
2019). The proliferation of research employing functional magnetic resonance imaging (fMRI) techniques has resulted in an ability
to test the fundamental neural underpinnings of this model. While the socioemotional reward system and sensation seeking have
been associated with the ventral striatum and cognitive control and self regulation have been associated with the prefrontal cortex
(Shulman et al., 2016), this “modular” view of risk taking in the adolescent brain has largely been supplanted by a more integrated
systems approach, and particularly examining the development of the frontostriatal network (Galván, 2021).

One important extension of DSM involves research regarding peer influence. There is some evidence peers heighten the
motivating nature of rewards and thus overcome the ability of young people to exercise self-regulation (Breiner et al., 2018;
Chein et al., 2011; Gardner and Steinberg, 2005). (Note that higher reward sensitivity can look like lower inhibition because risk
taking increases, but these two need to be measured separately.) According to DSM, these mechanisms explain findings that
adolescents take more risks “in the presence of peers” compared to when alone (see Icenogle and Cauffman, 2021; e.g., Smith et al.,
2014). However, this is still an active area of research, and recent work suggests a potentially more nuanced understanding of how
peers influence adolescent decision making including examining different types of peer influence. As examples, such influences can
consist of risk-avoiding vs risk-seeking peers (that exert opposite effects on risk taking), as well as passive observation of a peer vs
active engagement and gender and other individual differences (e.g., Braams et al., 2019; Cascio et al., 2015; Defoe et al., 2020;
Somerville et al., 2019).

Evaluation of dual systems model

Substantial evidence supports the idea that sensation seeking peaks during adolescence while cognitive control/self-regulation
continues to improve into adulthood, at least for some adolescents (e.g., Braams et al., 2016; Harden and Tucker-Drob, 2011;
Silverman et al., 2015; Shulman et al., 2016; Steinberg et al., 2018). However, researchers have begun to identify boundaries of DSM
(e.g., Pfeifer and Allen, 2012; Bjork, 2020). One fundamental challenge to DSM involves whether there is a link between the
developmental imbalance between these two systems and risk taking in the real world. According to Shulman et al. (2016), based
on DSM, sensation seeking and self-control (or lack of impulsivity) should independently correlate with risk taking behavior. There
is some evidence that these two constructs are indeed correlated independently with real world risky taking (e.g., Armstrong et al.,
2020; Castellanos-Ryan et al., 2013; Duell et al., 2016; Shulman et al., 2016). However, others have argued that there is less direct
evidence that the imbalance between the two systems predicts either risk preference or risky behavior in the real world (Edelson and
Reyna, 2021; Meisel et al., 2019). A meta-analysis that used less ambiguous measures of risk preference failed to confirm the main
developmental prediction of DSM and neural balance models that risk preference peaks in adolescence (Defoe et al., 2015).
1See the Glossary for definitions of all bolded terms.
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Longitudinal designs implementing latent difference scores (LDS) or growth mixture modeling (GMM) approaches have been
recommended for examining the development of the maturational neural imbalance hypothesized by DSM and examining how
this relates to real world behavior (Meisel et al., 2019). Use of such methods addresses the criticism of the dearth of longitudinal
designs to test what is fundamentally a developmental hypothesis (Meisel et al., 2019; Murray et al., 2021a). However, it should be
noted that cross-sectional studies can address crucial developmental hypotheses, especially if they test theoretically motivated
hypotheses, and they are far less expensive to conduct. Also, longitudinal studies have their own shortcomings, such as attrition
over time.

Overall, considering a multiplicity of designs, there seems to be some support for the idea that youth who exhibit higher levels of
sensation seeking relative to self-control tend to engage in more risky behaviors including substance use and delinquency (Meeus
et al., 2021; Murray et al., 2021a,b; but see Meisel et al., 2019). However, this may be limited to a subset of youth. According to
another study, a developmental imbalance between sensation seeking and self-regulation was associated with a peak in delinquency
but only for a small percentage of the sample (Murray et al., 2021b). However, this result makes sense because juvenile delinquency
is an extreme outcome and would be expected to be rare.

Further, Khurana et al. (2018) found that weak cognitive control (acting without thinking) was associated with substance use
disorder, but sensation seeking was notonce acting without thinking was accounted for, and only some of the youth in the study
exhibited this pattern. Taken together, these results suggest that the developmental imbalance anticipated by DSM relates to risk
taking behavior, but serious risk taking is not universal among young people. This is consistent with the distinction drawn by Romer
and colleagues between risk taking resulting from a developmental imbalance (between sensation seeking and impulsivity) and
other major factors that determine risk taking, such as how young people think about risk (Romer et al., 2017; see below).

With respect to evidence from neuroscience of a link between the two regions or systems implicated by DSM and risk taking,
using fMRI techniques, some have compared neural profiles of high and low risk taking youth (based on self-report) to see if high
risk taking youth demonstrate different patterns of brain activation during lab tasks aimed at assessing risk taking. For example,
Demidenko et al. (2020) expected that youth that engage in more risk taking in the real world should exhibit more activation of the
ventral striatum and lower activation of the prefrontal cortex compared to the average or low risk taking group. However, there was
little support for this anticipated pattern of differential activation in the study’s planned analyses, despite the fact that the task used
did elicit strong activation of the ventral striatum overall. Further, according to a recent meta-analysis, there is limited evidence to
support that particular brain regions are consistently correlated with risky behavior, broadly defined (Sherman et al., 2018; see also
van den Bos et al., 2015).

As DSM has evolved over time, the understanding of when during adolescence the peak in sensation seeking occurs has also
shifted. Initial research pinned this during middle adolescence (“somewhere between ages 13 and 16”; Steinberg et al., 2008 (p. 89),
2010) whereas more recent studies using different measures suggest that this peak is closer to late adolescence (around age 19;
Steinberg et al., 2018). Nevertheless, another challenge presented to DSM is that risk taking in the real world often occurs even later
than this updated peak in sensation seeking occurs. Indeed, Willoughby et al. (2021) recently summarized that the period of
emerging adulthood (from ages 19 to 29) is when risk taking is most common, at least among North American samples.

In sum, research to date is supportive of DSM in the sense that at least some young people experience a developmental
imbalance between sensation seeking and impulsivity, and to some extent, this imbalance contributes to risk taking in the real
world. However, research has also revealed that this is not the case for all young people, and our understanding of how these
constructs relate to neural development is an area of active research. Therefore, from a practical standpoint, while it is important to
acknowledge the role of sensation seeking and impulsivity in predicting adolescents’ health-related risky behavior, it is also
important to understand other influences on risk-taking behavior as well.
Neural imbalance model

Casey and colleagues’ neural imbalance model, first introduced around the same time as DSM, also features important roles for
developmental changes in “emotional reactivity” (implicating limbic circuitry) and “regulation” (implicating prefrontal control
circuitry; Casey et al., 2008; Casey et al., 2016; Casey et al., 2019; Casey, 2019). However, in contrast with the more region focused
approach of DSM, the emphasis of the neural imbalance model is more circuit-focused, incorporating a nuanced understanding of
complex and connections among cortical and subcortical circuits which undergo a “cascade of changes” with age (Casey et al.,
2019). Proponents of this approach suggest that this approach is in line with how the brain is organized and develops and
accurately captures how emotion influences behavior across development (Casey et al., 2019).

The types of evidence that support the neural imbalance model include non-human animal studies and human neuroimaging
studies looking at functional connectivity (Casey et al., 2019). For example, Rudolph et al. (2017) found that younger predicted
“brain age” in emotional contexts compared to neutral contexts based on an fMRI model-based approach was associated with a
more risk-promoting evaluation of activities such as getting in a car with a drunk driver.

With respect to empirical evaluations of the neural imbalance model, it has often been treated as similar to DSM described
above, despite some distinguishing features. For example, in addition to the differences noted above, some have suggested that with
DSM, sensation seeking is thought to peak in the sense that it rises and then falls, whereas for neural imbalance model development
of limbic circuitry does not peak per se but instead rises and then plateaus (Casey, 2019; Meeus et al., 2021). Importantly, because
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the prefrontal control circuitry develops more gradually than the limbic circuitry according to this model, the neural imbalance
between the two systems is still present during adolescence but disappears as age increases. Nevertheless, much of the discussion in
the above section pertains to the neural imbalance model as well.
Practical implication of dual systems and neural imbalance models

An important extension of DS and neural imbalance models has been to the legal field, particularly with respect to the treatment of
adolescents in contexts such as sentencing in capital cases and determining the appropriate definition of adulthood (age of
majority) more broadly (Steinberg and Icenogle, 2019; Icenogle et al., 2019; Casey, 2019; Casey et al., 2022). At the core of these
discussions is the fundamental question of the age at which it is fair to hold young people responsible for their decisions and
consequences of their actions.

A couple of main premises, drawing on concepts from DS and neural imbalance models, motivate such discussions. The first is
that young people make worse decisions in emotional situations. Support for this prediction is found in research showing that
young people exhibit reduced performance on an emotional go/no-go task in an experimentally induced negative emotional state
compared to adults (Cohen et al., 2016). Second, young people make worse decisions when surrounded by peers, supported by the
research regarding peer influence discussed above (e.g., Chein et al., 2011; Gardner and Steinberg, 2005; Icenogle et al., 2019).
Third, such arguments draw on empirical work attempting to establish a “maturational index of the brain” based on developmental
changes in functional connectivity, which suggest that important changes in the brain occur at age 20 and beyond, and that
adolescents’ brains effectively appear to be more immature during emotional arousal (Casey et al., 2022, p. 329; Dosenbach et al.,
2010; Rudolph et al., 2017).

Based on these premises, arguments grounded in DS and neural imbalance models have been advanced for acknowledging that
full maturity is not achieved by age 18 (when the law often considers a person to have reached adulthood). Consequently, it has
been suggested that the age at which adolescents should be held to similar standards as adults should be increased (i.e., giving youth
additional special protections; Casey et al., 2022). In addition, it has been suggested that the appropriate minimum age for certain
activities, especially those that occur among peers or in states of heightened emotional arousal in particular, should be increased
(Icenogle et al., 2019; Casey et al., 2022; Steinberg and Icenogle, 2019). Such activities include “driving, consuming alcohol,
gambling, and resisting impulses and urgings to engage in criminal behavior” (Steinberg and Icenogle, 2019, p. 34).

Taken to their logical conclusion, one broader implication of such arguments based in DS and neural imbalance models is that
even providing special legal prohibitions for young people (e.g., prohibiting underage drinking), it is difficult to prevent risk taking
among young people because they may still lose control and ignore rules or laws (see Steinberg, 2020). This is in part due to the
neural and biological underpinnings of these theories, or the notion that to some extent, adolescents are “hardwired” to engage in
dangerous or risky behaviors (Steinberg, 2015 (p. 712), 2020). If one adopts this view of DSM or neural imbalance models, it
follows that there is little that can be done to change the biology or brains of young people (Sunstein, 2008).

Although some health-based interventions aimed at adolescents have had disappointing track records with respect to behavior
change (Steinberg, 2015), these were generally not research-based. Interventions aimed at changing the way young people think
about risk have proven to be successful (e.g., Downs et al., 2004; Reyna and Mills, 2014). Indeed, literature reviews indicate that
social-cognitive approaches informed by research are effective (e.g., Coyle et al., 2013; Kirby and Laris, 2009). One such intervention
is discussed further below in connection with fuzzy-trace theory. Therefore, just as the key factors that predict risk taking according
to DS and neural imbalance models are not the only relevant factors for understanding such behavior in the real world, it is also
important to acknowledge that changing how adolescents think about risk, not just reducing exposure to risks, is an effective strategy
that can be used to reduce risk taking among young people.
Prototype willingness model

Another dual systems model that specifically addresses adolescent unhealthy behavior, behavior that increases morbidity and
mortality, is the prototype willingness model (PWM; Gerrard et al., 2008; Gibbons et al., 2020). According to this model, there are
two pathways that affect such risk taking: (1) a reasoned pathway that employs analytical processing including careful evaluation of
options and outcomes, generally suppressing risk taking, and (2) a social reaction pathway that involves heuristic, affective
processing and reactive engagement in risky decision making that may not have been previously considered or anticipated,
promoting risk taking. According to this model, behavioral intentions (planned behaviors), reflect the reasoned pathway to risk
taking. Separately, behavioral willingness, or being willing to engage in a certain behavior (but not necessarily planning to do so)
represents the social reaction pathway to risk taking. Based on this pathway, whether risk taking occurs is greatly influenced by
whether an opportunity to engage in the risk presents itself (Gibbons et al., 2004; see also Defoe, 2021, for amodel of risk conducive
situations). In addition, prototypes or images of people who engage in certain behaviors also represent the social reaction pathway
to risk taking.

A recent meta-analysis included 81 studies applying the PWM to evaluate the predictive value of the reasoned and reactive
pathways for behavior (Todd et al., 2016). Overall, this meta-analysis found good support for PWM in explaining a considerable
amount of variance in health-related behavior. Further, there was support for both willingness (as part of the reactive pathway) and
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intention (as part of the reasoned pathway) as independent predictors of behavior. Of note, there were also differences in the
predictive value of these two pathways in explaining different kinds of health-related behaviors (e.g., alcohol use, cigarette use,
substance use, and sexual behavior). Another recent meta-analysis evaluating PWM focused specifically on how well prototypes
predict health behaviors (van Lettow et al., 2016). Results showed that both prototype favorability and similarity were related to
health-related behaviors.

In sum, a strong body of empirical work provides support for PWM. One important implication of this work is the acknowl-
edgment that health-related behavior among young people can both be reactive (i.e., unplanned) as well as intentional (i.e., more
deliberative or thought about in advance), and there may be developmental shifts in reliance on such pathways throughout
adolescence (Pomery et al., 2009; see Reyna and Farley, 2006, for evidence that “reasoned” deliberation often promotes risk-taking
in adolescence). Indeed, there is evidence that it is beneficial for interventions to target both of these pathways (Gibbons
et al., 2020).
Fuzzy-trace theory

Fuzzy-trace theory (FTT) is a multi-process theory according to which individuals simultaneously form several levels of mental
representations of information. These mental representation range frommore precise, “verbatim” representations of the details and
surface form to more global, interpretive “gist” representations of the underlying meaning of important aspects of such information
(Reyna and Brainerd, 2011). While there are individual differences in preference for reliance on verbatim vs gist mental represen-
tations in adulthood (Broniatowski and Reyna, 2018; Reyna and Brust-Renck, 2020), clear developmental trends are predicted and
have been observed that carry important consequences for behavior; (e.g., Kwak et al., 2015; Reyna et al., 2011).

Young people tend to rely more on precise verbatim representations of information, which often facilitates trading off
magnitude of risk for reward in decision making contexts. Thinking in this precise way (exactly how big is the benefit, exactly
how small is the risk) often results in risk taking in many health-related contexts (e.g., Reyna et al., 2011; Reyna and Farley, 2006).
Take the classic example of a teen deciding whether to have unprotected sex: in many populations, the risk of contracting a sexually
transmitted infection are low (e.g., <10%), and the benefits of engaging in unprotected sex are usually seen as high (e.g., >50%).
A “rational” decision process of trading off this magnitude of risk for reward actually supports having unprotected sex (Reyna and
Mills, 2014).

In contrast to thinking about information in this more precise way, mature adults tend to rely more on gist representations that
emphasize the important and relevant bottom-line meaning of information, and in its simplest form, categorical turning points
relevant to decisions. One way that reliance on gist supports healthy decision making is by helping incorporate relevant personal
values into the decision-making process (Reyna, 2021). According to FTT, values are stored in memory in a gist-like form and are
thus more likely to be retrieved when one is thinking about decisions in a gist-like way, as opposed to thinking about the verbatim
details. This retrieval congruence effect, called encoding specificity, has extensive support; the key addition of FTT is the idea that
both decision options and core values are mentally represented in terms of gist. Therefore, to the extent one holds risk-protective
values (e.g., “better safe than sorry”) reliance on gist supports healthier decision making (Mills et al., 2008, p. 430).

Beyond supporting a reduction in risky health behaviors with age, the developmental shift from reliance on more verbatim-like
thinking during childhood to more gist-like thinking during adulthood results in a pattern of striking developmental reversals that
seem paradoxical but are indeed predicted and explained by FTT (Reyna et al., 2014; Reyna and Brainerd, 2011). By way of
background, most developmental theories, and most decisions theories generally, predict that reasoning ability improves with age
(from childhood to adulthood) or experience. However, evidence indicates that certain biases increase with age, a phenomenon that
other theories fail to account for (Edelson and Reyna, 2021; Reyna and Brainerd, 2011; Reyna et al., 2014; Kogut and Slovic, 2016).

The classic example of the framing effect, the switch in preference on mathematically identical problems depending on whether
the problem is presented in a gain frame or a loss frame, and how this effect develops with age, provide a helpful illustration (Reyna
and Brainerd, 2011; Reyna and Ellis, 1994; Tversky and Kahneman, 1986). For example, when presented with a choice between
winning $20 for sure or 1/3 chance of winning $60 and 2/3 chance of winning $0 (i.e., the “gain frame”), most adults prefer to win
$20 for sure. However, when presented with the equivalent problem framed as a choice that involves losing money (framed as a loss
by providing an initial sum of money, or endowment, from which amounts are subtracted; e.g., $60 are at stake, would you rather
lose $40 for sure or have a 2/3 chance of losing $60 and 1/3 chance of losing nothing), instead of preferring to receive the net $20 for
sure, most adults instead prefer the gamble (“2/3 chance of losing $60 and 1/3 chance of losing nothing”). This switch in
preferences, and the preference for sure gains but risky losses is known as the “framing effect” or “standard framing,” and is a
well-documented example of inconsistent risk preferences.

According to FTT, reliance on categorical gist explains this shift in preferences between decision frames. In particular, in the
example directly above, the decision in the gain frame boils down to a choice between some money for sure or a chance of no
money. Preferring something over nothing, adults usually choose the sure $20 (e.g., Reyna et al., 2014). However, in the loss frame,
such decisions are often seen as boiling down to a choice between losing some money for sure or a chance of losing nothing.
Preferring a chance of losing nothing to a certain loss, most adults reverse their preferences and take the gamble (e.g., Reyna et al.,
2018). Further, FTT explains why younger people show less of a framing bias, namely, because they tend to rely less on gist-based
thinking and more on precise, verbatim-like thinking that highlights the mathematical equivalence of the decisions between frames
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(and thus make more consistent decisions between frames). Indeed, in this way, young people are more “rational” in the sense of
not violating traditional axioms of rationality such as consistency (Reyna and Brainerd, 2011; Reyna and Farley, 2006).

The developmental shift in reliance on verbatim vs gist mental representations also helps explain the pattern of risk preference
that has been observed in seminal meta-analyses (Defoe et al., 2015). These meta-analyses indicate that, when using a disambig-
uated task, risk preference declines monotonically from childhood to adulthood. When young people rely more on verbatim-based
thinking, they process amounts of reward and degrees of risk and, hence, trading-off between the two. This thinking tends to
promote risk taking in the gain frame because rewards compensate for risks (Reyna et al., 2011). Adolescents’ tendency toward
reward sensitivity, which FTT incorporates, also contributes to this pattern of risk taking in the gain frame (Edelson and Reyna,
2021). However, when adults rely more on gist-based thinking, this emphasizes categorical distinctions between decision options
such as gaining some is better than possibly gaining none, which in the gain frame supports taking fewer risks, as explained above in
the context of framing problems. This predicted decline in risk preference with age from childhood to adulthood is an important
point of distinction between FTT and DS/neural imbalance models.
Evaluation of fuzzy-trace theory

In order to test FTT, scales have been developed that tap gist and verbatim thinking (Reyna, 2008). For example, categorical gist
thinking, including the gist of cumulative risk (i.e., that it becomes categorically certain with repeated risk taking) has been assessed
by endorsement of items such as “even low risk adds up to 100% if you keep doing it” (Mills et al., 2008, p. 430). In addition, gist
principles, or values that people hold that are relevant to certain activities, or risk itself, are assessed by endorsement of items such as
“I have a responsibility to myself to wait to have sex” (Mills et al., 2008, p. 430). Verbatim-based thinking has been assessed through
endorsement of measures that invoke specific memories of risky behaviors that bear on the decision at hand (e.g., “I am likely to
have an STD in the next 6 months”) and measures requiring precise responses (e.g., rating “What are the chances that you have an
STD?” on a scale from 0 to 100) because research has shown that such questions tend to prompt verbatim memory (Mills et al.,
2008; Reyna et al., 2011).

FTT’s predictions that gist-based thinking tends to be protective against unhealthy risk taking while verbatim-based thinking can
promote such unhealthy risk taking have been tested and supported in multiple health-related domains (see Table 2 in Edelson and
Reyna, 2021 for a summary of examples). For example, Mills et al. (2008) found that measures of verbatim thinking were associated
with higher sexual activity and intentions to have sex whereas measures of gist-based thinking were associated with lower sexual
activity and intentions. In addition, Garavito et al. (2021) examined intentions to report symptoms related to concussions among a
sample of college athletes. They found that gist-based thinking, assessed through gist principles and categorical thinking, predicted
stronger intentions to report symptoms (as opposed to taking a risk by continuing to play sports), beyond effects of knowledge
about concussions or social pressures from coaches and parents.

Further, when compared, these FTT predictors have explained additional variance in target behavior beyond predictors
motivated by DS and neural imbalance models (e.g., sensation seeking and impulsivity). For example, with respect to risky
self-reported sexual behavior (e.g., number of sexual partners or sexual intentions), Reyna et al. (2011) found that when entered
into a regression predicting this outcome, consistent with FTT, gist-based thinking was associated with less risky behavior and
verbatim-based thinking was associated with more risky behavior, controlling for sensation seeking and behavioral inhibition.
Similar results were found with respect to risk-taking among college students related to transmission of COVID-19 during the
pandemic (Edelson et al., 2021). In sum, these results highlight the important role that FTT’s predictors play in explaining
real-world risk taking, beyond other common explanations for such behavior.
Practical implications of fuzzy-trace theory

Research based on FTT has important practical implications for the design of interventions related to health behaviors of young
people. A large, randomized experiment involving 734 adolescents from three states tested an FTT-enhanced intervention curric-
ulum against an already effective curriculum for sexual risk taking (targeting STIs and premature pregnancy) and a control group
(Reyna and Mills, 2014). The FTT-enhanced curriculum emphasized the bottom-line meaning of information by providing
summaries that taught adolescents about how to view some risks as categorical (while still providing details about risks). For
example, although the chances of getting pregnant after one instance of unprotected sex is relatively low (e.g., around 1/12), the
chance of getting pregnant after repeated instances of unprotected sex over time (e.g., one year) approaches 100%, and thus
pregnancy essentially will occur with repeated acts of unprotected sex (Reyna et al., 2015). For 17 out of 26 outcomes, the group
randomly assigned to the FTT-enhanced curriculum outperformed the control group, and the FTT-enhanced curriculum improved 9
outcomes compared with an already effective (but not FTT-enhanced) curriculum (Reyna and Mills, 2014). Therefore, this
experiment demonstrates that important, protective gist-based thinking can effectively be taught and supported among young
people through interventions that reduce sexual risk taking. Effects also endured over time, as expected if they are based on memory
for the gist of risks.

These ideas can be applied in other health-related domains, such as behaviors that risk transmission of COVID-19. For example,
the same concept that cumulative probability is categorical regarding unprotected sex applies to risk taking regarding COVID-19 as
well—repeatedly going around without a mask when the virus is actively circulating in the community will eventually result in
infection (Edelson and Reyna, 2021; Reyna, 2008). The fact that concepts like this were effectively taught to adolescents in the large
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randomized trial described above supports a very different outlook about what can be done to reduce adolescent risk taking than
that implied by DS and neural imbalance models. Rather than viewing risk taking as to some extent inevitable and therefore that
reducing opportunity to engage in risk taking should be the focus of interventions, the practical implication of FTT is that young
people can be taught and supported in thinking differently about risk in ways that have proven to reduce risk taking. This conclusion
is further supported by the research described above showing that FTT independently predicts various risk-taking behaviors even
when controlling for DS and neural imbalance predictors such as sensation seeking and impulsivity.
Summary and overall practical implications

Each of the theories andmodels discussed above highlights important contributing factors to adolescents’ health-related risk taking.
First, DS and neural imbalance models capture the important roles of sensation seeking and lack of self-control as contributing
factors to risk taking. Second, PWM formalizes the critical role of opportunity to take risks through the reactive pathway to risk
taking and the concept of behavioral willingness. PWM also emphasizes the fact that adolescents’ decisions to take risks can be
reasoned (though reasoning generally suppresses risk taking) as well as reactive. In contrast to PWM, crucially, FTT predicts that
reasoning about risk-reward tradeoffs generally promotes risk taking rather than suppressing it in adolescence (see Reyna and Farley,
2006). Third, in addition to incorporating important roles for sensation seeking and impulsivity, through its addition of develop-
mental preferences in reliance on gist vs verbatim mental representations, FTT predicts and explains how risk preference declines
with age as another important contributor to risk taking. Meta-analyses support FTT’s prediction of linear decline rather than DSM
and neural imbalance theory’s predictions of a curvilinear pattern in risk taking that peaks in adolescence. Critically, risk taking is
complex and multiply determined; none of these factors alone—sensation seeking, impulsivity, risk opportunity or risk
preference—is sufficient to explain behavior. Therefore, much can be learned and accomplished from integrating multiple
perspectives in this domain.

The overall practical implication that follows is that because these theories and models can be viewed as complementary,
comprehensive interventions designed to reduce health-related risk taking among young people should take cues from each of these
perspectives. For example, based on DS and neural imbalance models, reducing the opportunity for young people to engage in risk
taking by increasing the minimum ages for certain activities such as drinking (e.g., by carding minors) makes sense (Steinberg and
Icenogle, 2019). By the same token, proponents of these models also argue that young people that do engage in risk taking that
constitutes criminal activity should be treatedmore leniently in the criminal justice system, which would hopefully mitigate some of
the deleterious health effects of early and prolonged detainment or incarceration (Casey et al., 2020). PWM also supports the notion
of reducing risk opportunity. FTT similarly draws on extensive evidence that unsupervised time is a major risk factor in adolescence
(Reyna and Rivers, 2008).

While reducing the opportunity for young people to engage in dangerous and harmful risks is generally a good idea, it is not
always practically feasible. The legislative process is slow and laws can be difficult to change, and when many risks are present in the
environment of a young person, changing their environment can be difficult. Further, even if it were easier to reduce opportunity to
take risks, this does not always work to deter risk taking: Making a behavior illegal does not necessarily prevent individuals from
engaging in it. Indeed, in the United States, variation exists regarding obeying the law and personal responsibility to abide by certain
laws (e.g., drinking age) predicts rates of underage drinking and other risky behavior (Reyna et al., 2013). Further, the main
mechanism that underlies risk taking according to DS and neural imbalance models is the developmental imbalance between
sensation seeking and impulsivity, and according to these theories, this imbalance also contributes to engaging in illegal or criminal
behavior. Increasing minimum age(s) for certain behaviors does not addresses the root cause of such behaviors, according to these
models.

This is not to say that reducing opportunity to take risks is not a good idea—we agree that this is an important component of a
successful policy strategy. However, it should not be the only approach, for the reasons explained above, and instead should be
thought of as one aspect of a multi-pronged approach. A second main aspect of interventions to reduce health-related risk taking
involves changing the way that people approach and think about taking risks, or as FTT suggests, changing “hearts and minds”
(Reyna, 2020). For example, young people can be taught to think about risks categorically when appropriate and this kind of
thinking is associated with taking fewer health-related risks in multiple domains. Further, additional interventions informed by the
PWM approach have been successful at targeting images of risk takers, intentions, and willingness to reduce health-related risk
taking behavior (Gibbons et al., 2020).

In sum, avoidable health-related risk taking among young people is an important target for future interventions. Fortunately,
DS/imbalance models, PWM, and FTT go a long way in helping understand the causes of such behavior, and can thus productively
inform attempts to reduce such risk taking. One potentially fruitful area for future research is to investigate how these theories
compare to each other directly in explaining target behaviors of concern (beyond the behaviors already studied) to confirm whether
the different mechanisms put forth by these models and theories are indeed independent predictors. Overall, the research to date
suggests that together, these models and theories holdmuch promise in terms of making a positive impact on the health behavior of
young people.



Dual and multi-process models of adolescent risk taking 291
References

Armstrong TA, Boisvert D, Wells J, and Lewis R (2020) Extending Steinberg’s adolescent model of risk taking to the explanation of crime and delinquency: Are impulsivity and sensation
seeking enough? Personality and Individual Differences 165: 110133. https://doi.org/10.1016/j.paid.2020.110133.

Bjork JM (2020) The ups and downs of relating nondrug reward activation to substance use risk in adolescents. Current Addiction Reports 7: 421–429. https://doi.org/10.1007/
s40429-020-00327-7.

Braams BR, Peper JS, van der Heide D, Peters S, and Crone EA (2016) Nucleus accumbens response to rewards and testosterone levels are related to alcohol use in adolescents and
young adults. Developmental Cognitive Neuroscience 17: 83–93. https://doi.org/10.1016/j.dcn.2015.12.014.

Braams BR, Davidow JY, and Somerville LH (2019) Developmental patterns of change in the influence of safe and risky peer choices on risky decision-making. Developmental Science
22(1): 1–13. https://doi.org/10.1111/desc.12717.

Breiner K, Li A, Cohen AO, Steinberg L, Bonnie RJ, Scott ES, Taylor-Thompson K, Rudolph MD, Chein J, Richeson JA, Dellarco DV, Fair DA, Casey BJ, and Galván A (2018) Combined
effects of peer presence, social cues, and rewards on cognitive control in adolescents. Developmental Psychobiology 60(3): 292–302. https://doi.org/10.1002/dev.21599.

Broniatowski DA and Reyna VF (2018) A formal model of fuzzy-trace theory: Variations on framing effects and the Allais paradox. Decision 5(4): 205–252. https://doi.org/10.1037/
dec0000083.

Cascio CN, Carp J, O’Donnell MB, Tinney FJ Jr., Bingham CR, Shope JT, Ouimet MC, Pradhan AK, Simons-Morton BG, and Falk EB (2015) Buffering social influence: Neural correlates
of response inhibition predict driving safety in the presence of a peer. Journal of Cognitive Neuroscience 27(1): 83–95. https://doi.org/10.1162/jocn_a_00693.

Casey BJ (2019) Healthy development as a human right: Lessons from developmental science. Neuron 102(4): 724–727. https://doi.org/10.1016/j.neuron.2019.03.035.
Casey BJ, Getz S, and Galvan A (2008) The adolescent brain. Developmental Review 28(1): 62–77. https://doi.org/10.1016/j.dr.2007.08.003.
Casey BJ, Galván A, and Somerville LH (2016) Beyond simple models of adolescence to an integrated circuit-based account: A commentary. Developmental Cognitive Neuroscience

17: 128–130. https://doi.org/10.1016/j.dcn.2015.12.006.
Casey BJ, Heller AS, Gee DG, and Cohen AO (2019) Development of the emotional brain. Neuroscience Letters 693: 29–34. https://doi.org/10.1016/j.neulet.2017.11.055.
Casey BJ, Taylor-Thompson K, Rubien-Thomas E, Robbins M, and Baskin-Sommers A (2020) Healthy development as a human right: Insights from developmental neuroscience for

youth justice. Annual Review of Law and Social Science 16(1): 203–222. https://doi.org/10.1146/annurev-lawsocsci-101317-031101.
Casey BJ, Simmons C, Somerville LH, and Baskin-Sommers A (2022) Making the sentencing case: Psychological and neuroscientific evidence for expanding the age of youthful

offenders. Annual Review of Criminology 5(1): 321–343. https://doi.org/10.1146/annurev-criminol-030920-113250.
Castellanos-Ryan N, Parent S, Vitaro F, Tremblay RE, and Séguin JR (2013) Pubertal development, personality, and substance use: A 10-year longitudinal study from childhood to

adolescence. Journal of Abnormal Psychology 122(3): 782–796. https://doi.org/10.1037/a0033133.
Chein J, Albert D, O’Brien L, Uckert K, and Steinberg L (2011) Peers increase adolescent risk taking by enhancing activity in the brain’s reward circuitry. Developmental Science 14(2):

F1–F10. https://doi.org/10.1111/j.1467-7687.2010.01035.x.
Cohen AO, Breiner K, Steinberg L, Bonnie RJ, Scott ES, Taylor-Thompson K, Rudolph MD, Chein J, Richeson JA, Heller AS, Silverman MR, Dellarco DV, Fair DA, Galván A, and

Casey BJ (2016) When is an adolescent an adult? Assessing cognitive control in emotional and nonemotional contexts. Psychological Science 27(4): 549–562. https://doi.org/
10.1177/0956797615627625.

Coyle KK, Glassman JR, Franks HM, Campe SM, Denner J, and Lepore GM (2013) Interventions to reduce sexual risk behaviors among youth in alternative schools: A randomized
controlled trial. The Journal of Adolescent Health 53(1): 68–78. https://doi.org/10.1016/j.jadohealth.2012.12.012.

Defoe IN (2021) Towards a hybrid criminological and psychological model of risk behavior: The developmental neuro-ecological risk-taking model (DNERM). Developmental Review
62: 100995. https://doi.org/10.1016/j.dr.2021.100995.

Defoe IN, Dubas JS, Figner B, and van Aken MA (2015) A meta-analysis on age differences in risky decision making: Adolescents versus children and adults. Psychological Bulletin
141(1): 48–84. https://doi.org/10.1037/a0038088.

Defoe IN, Dubas JS, Dalmaijer ES, and van Aken MAG (2020) Is the peer presence effect on heightened adolescent risky decision-making only present in males? Journal of Youth and
Adolescence 49(3): 693–705. https://doi.org/10.1007/s10964-019-01179-9.

Demidenko MI, Huntley ED, Jahn A, Thomason ME, Monk CS, and Keating DP (2020) Cortical and subcortical response to the anticipation of reward in high and average/low risk-taking
adolescents. Developmental Cognitive Neuroscience 44: 100798. https://doi.org/10.1016/j.dcn.2020.100798.

Dosenbach NU, Nardos B, Cohen AL, Fair DA, Power JD, Church JA, Nelson SM, Wig GS, Vogel AC, Lessov-Schlaggar CN, Barnes KA, Dubis JW, Feczko E, Coalson RS, Pruett JR Jr.,
Barch DM, Petersen SE, and Schlaggar BL (2010) Prediction of individual brain maturity using fMRI. Science 329(5997): 1358–1361. https://doi.org/10.1126/science.1194144.

Downs JS, Murray PJ, Bruine de Bruin W, Penrose J, Palmgren C, and Fischhoff B (2004) Interactive video behavioral intervention to reduce adolescent females’ STD risk: A
randomized controlled trial. Social Science & Medicine 59(8): 1561–1572. https://doi.org/10.1016/j.socscimed.2004.01.032.

Duell N, Steinberg L, Chein J, Al-Hassan SM, Bacchini D, Lei C, Chaudhary N, Di Giunta L, Dodge KA, Fanti KA, Lansford JE, Malone PS, Oburu P, Pastorelli C, Skinner AT, Sorbring E,
Tapanya S, Uribe Tirado LM, and Alampay LP (2016) Interaction of reward seeking and self-regulation in the prediction of risk taking: A cross-national test of the dual systems
model. Developmental Psychology 52(10): 1593–1605. https://doi.org/10.1037/dev0000152.

Duell N, Steinberg L, Icenogle G, Chein J, Chaudhary N, Di Giunta L, Dodge KA, Fanti KA, Lansford JE, Oburu P, Pastorelli C, Skinner AT, Sorbring E, Tapanya S, Uribe Tirado LM,
Alampay LP, Al-Hassan SM, Takash H, Bacchini D, and Chang L (2018) Age patterns in risk taking across the world. Journal of Youth and Adolescence 47(5): 1052–1072. https://
doi.org/10.1007/s10964-017-0752-y.

Edelson SM and Reyna VF (2021) How fuzzy-trace theory predicts development of risky decision making, with novel extensions to culture and reward sensitivity. Developmental Review
62: 100986. https://doi.org/10.1016/j.dr.2021.100986.

Edelson SM, Reyna VF, Hayes BB, and Garavito DMN (October, 2021) A test of competing predictions for college student risk taking involving transmission of covid-19. In: Paper
Presented at the 43rd Annual Meeting of the Society for Medical Decision Making. Virtual Online Conference.

Galván A (2021) Adolescent brain development and contextual influences: A decade in review. Journal of Research on Adolescence 31(4): 843–869. https://doi.org/10.1111/
jora.12687.

Garavito DMN, Reyna VF, DeTello JE, Landow BR, and Tarpinian LM (2021) Intentions to report concussion symptoms in nonprofessional athletes: A fuzzy-trace theory approach.
Applied Cognitive Psychology 35(1): 26–38. https://doi.org/10.1002/acp.3734.

Gardner M and Steinberg L (2005) Peer influence on risk taking, risk preference, and risky decision making in adolescence and adulthood: An experimental study. Developmental
Psychology 41(4): 625–635. https://doi.org/10.1037/0012-1649.41.4.625.

Gerrard M, Gibbons FX, Houlihan AE, Stock ML, and Pomery EA (2008) A dual-process approach to health risk decision making: The prototype-willingness model. Developmental
Review 28: 29–61. https://doi.org/10.1016/j.dr.2007.10.001.

Gibbons FX, Gerrard M, VandeLune LS, Wills TA, Brody G, and Conger RD (2004) Context and cognition: Environmental risk, social influence, and adolescent substance use.
Personality and Social Psychology Bulletin 30: 1048–1061. https://doi.org/10.1177/0146167204264788.

Gibbons FX, Stock ML, and Gerrard M (2020) The prototype-willingness model. In: The Wiley Encyclopedia of Health Psychology, pp. 517–527. John Wiley & Sons, Ltd.
Harden KP and Tucker-Drob EM (2011) Individual differences in the development of sensation seeking and impulsivity during adolescence: Further evidence for a dual systems model.

Developmental Psychology 47(3): 739–746. https://doi.org/10.1037/a0023279.
Icenogle G and Cauffman E (2021) Adolescent decision making: A decade in review. Journal of Research on Adolescence 31(4): 1006–1022. https://doi.org/10.1111/jora.12608.

https://doi.org/10.1016/j.paid.2020.110133
https://doi.org/10.1007/s40429-020-00327-7
https://doi.org/10.1007/s40429-020-00327-7
https://doi.org/10.1016/j.dcn.2015.12.014
https://doi.org/10.1111/desc.12717
https://doi.org/10.1002/dev.21599
https://doi.org/10.1037/dec0000083
https://doi.org/10.1037/dec0000083
https://doi.org/10.1162/jocn_a_00693
https://doi.org/10.1016/j.neuron.2019.03.035
https://doi.org/10.1016/j.dr.2007.08.003
https://doi.org/10.1016/j.dcn.2015.12.006
https://doi.org/10.1016/j.neulet.2017.11.055
https://doi.org/10.1146/annurev-lawsocsci-101317-031101
https://doi.org/10.1146/annurev-criminol-030920-113250
https://doi.org/10.1037/a0033133
https://doi.org/10.1111/j.1467-7687.2010.01035.x
https://doi.org/10.1177/0956797615627625
https://doi.org/10.1177/0956797615627625
https://doi.org/10.1016/j.jadohealth.2012.12.012
https://doi.org/10.1016/j.dr.2021.100995
https://doi.org/10.1037/a0038088
https://doi.org/10.1007/s10964-019-01179-9
https://doi.org/10.1016/j.dcn.2020.100798
https://doi.org/10.1126/science.1194144
https://doi.org/10.1016/j.socscimed.2004.01.032
https://doi.org/10.1037/dev0000152
https://doi.org/10.1007/s10964-017-0752-y
https://doi.org/10.1007/s10964-017-0752-y
https://doi.org/10.1016/j.dr.2021.100986
http://refhub.elsevier.com/B978-0-12-818872-9.00150-3/rf0140
http://refhub.elsevier.com/B978-0-12-818872-9.00150-3/rf0140
http://refhub.elsevier.com/B978-0-12-818872-9.00150-3/rf0140
https://doi.org/10.1111/jora.12687
https://doi.org/10.1111/jora.12687
https://doi.org/10.1002/acp.3734
https://doi.org/10.1037/0012-1649.41.4.625
https://doi.org/10.1016/j.dr.2007.10.001
https://doi.org/10.1177/0146167204264788
http://refhub.elsevier.com/B978-0-12-818872-9.00150-3/rf0170
https://doi.org/10.1037/a0023279
https://doi.org/10.1111/jora.12608


292 Dual and multi-process models of adolescent risk taking
Icenogle G, Steinberg L, Duell N, Chein J, Chang L, Chaudhary N, Di Giunta L, Dodge KA, Fanti KA, Lansford JE, Oburu P, Pastorelli C, Skinner AT, Sorbring E, Tapanya S, Uribe
Tirado LM, Alampay LP, Al-Hassan SM, Takash HMS, and Bacchini D (2019) Adolescents’ cognitive capacity reaches adult levels prior to their psychosocial maturity: Evidence for a
“maturity gap” in a multinational, cross-sectional sample. Law and Human Behavior 43(1): 69–85. https://doi.org/10.1037/lhb0000315.

Khurana A, Romer D, Betancourt LM, and Hurt H (2018) Modeling trajectories of sensation seeking and impulsivity dimensions from early to late adolescence: Universal trends or
distinct sub-groups? Journal of Youth and Adolescence 47(9): 1992–2005. https://doi.org/10.1007/s10964-018-0891-9.

Kirby D and Laris BA (2009) Effective curriculum-based sex and STD/HIV education programs for adolescents. Child Development Perspectives 3(1): 21–29. https://doi.org/10.1111/
j.1750-8606.2008.00071.x.

Kogut T and Slovic P (2016) The development of scope insensitivity in sharing behavior. Journal of Experimental Psychology: Learning, Memory, and Cognition 42(12): 1972–1981.
https://doi.org/10.1037/xlm0000296.

Kwak Y, Payne JW, Cohen AL, and Huettel SA (2015) The rational adolescent: Strategic information processing during decision making revealed by eye tracking. Cognitive
Development 36: 20–30. https://doi.org/10.1016/j.cogdev.2015.08.001.

Meeus W, Vollebergh W, Branje S, Crocetti E, Ormel J, van de Schoot R, Crone EA, and Becht A (2021) On imbalance of impulse control and sensation seeking and adolescent risk: An
intra-individual developmental test of the dual systems and maturational imbalance models. Journal of Youth and Adolescence 50(5): 827–840. https://doi.org/10.1007/s10964-
021-01419-x.

Meisel SN, Fosco WD, Hawk LW, and Colder CR (2019) Mind the gap: A review and recommendations for statistically evaluating dual systems models of adolescent risk behavior.
Developmental Cognitive Neuroscience 39: 100681. https://doi.org/10.1016/j.dcn.2019.100681.

Mills B, Reyna VF, and Estrada S (2008) Explaining contradictory relations between risk perception and risk taking. Psychological Science 19(5): 429–433. https://doi.org/10.1111/
j.1467-9280.2008.02104.x.

Murray AL, Hafetz Mirman J, Carter L, and Eisner M (2021a) Individual and developmental differences in delinquency: Can they be explained by adolescent risk-taking models?
Developmental Review 62: 100985. https://doi.org/10.1016/j.dr.2021.100985.

Murray AL, Zhu X, Mirman JH, Ribeaud D, and Eisner M (2021b) An evaluation of dual systems theories of adolescent delinquency in a normative longitudinal cohort study of youth.
Journal of Youth and Adolescence 50(7): 1293–1307. https://doi.org/10.1007/s10964-021-01433-z.

Pfeifer JH and Allen NB (2012) Arrested development? Reconsidering dual-systems models of brain function in adolescence and disorders. Trends in Cognitive Sciences 16(6):
322–329. https://doi.org/10.1016/j.tics.2012.04.011.

Pomery EA, Gibbons FX, Reis-Bergan M, and Gerrard M (2009) From willingness to intention: Experience moderates the shift from reactive to reasoned behavior. Personality and Social
Psychology Bulletin 35(7): 894–908. https://doi.org/10.1177/0146167209335166.

Reyna VF (2008) A theory of medical decision making and health: Fuzzy trace theory. Medical Decision Making 28(6): 850–865. https://doi.org/10.1177/0272989X08327066.
Reyna VF (2020) Of viruses, vaccines, and variability: Qualitative meaning matters. Trends in Cognitive Sciences 24(9): 672–675. https://doi.org/10.1016/j. tics.2020.05.015.
Reyna VF (2021) A scientific theory of gist communication and misinformation resistance, with implications for health, education, and policy. Proceedings of the National Academy of

Sciences 118(15): e1912441117. https://doi.org/10.1073/pnas.1912441117.
Reyna VF and Brainerd CJ (2011) Dual processes in decision making and developmental neuroscience: A fuzzy-trace model. Developmental Review 31(2-3): 180–206. https://doi.org/

10.1016/j.dr.2011.07.004.
Reyna VF and Brust-Renck PG (2020) How representations of number and numeracy predict decision paradoxes: A fuzzy-trace theory approach. Journal of Behavioral Decision Making

33(5): 606–628. https://doi.org/10.1002/bdm.2179.
Reyna VF, Croom K, Staiano-Coico L, Lesser ML, Lewis D, Frank J, and Marchell T (2013) Endorsement of a Personal Responsibility to Adhere to the Minimum Drinking Age Law

Predicts Consumption, Risky Behaviors, and Alcohol-Related Harms. Psychol Public Policy Law 19(3): 380–394. https://doi.org/10.1037/a0032538.
Reyna VF and Ellis SC (1994) Fuzzy-trace theory and framing effects in children’s risky decision making. Psychological Science 5(5): 275–279. https://doi.org/10.1111/j.1467-

9280.1994.tb00625.x.
Reyna VF and Farley F (2006) Risk and rationality in adolescent decision making: Implications for theory, practice, and public policy. Psychological Science in the Public Interest 7(1):

1–44. https://doi.org/10.1111/j.1529-1006.2006.00026.x.
Reyna VF and Mills BA (2014) Theoretically motivated interventions for reducing sexual risk taking in adolescence: A randomized controlled experiment applying fuzzy-trace theory.

Journal of Experimental Psychology: General 143(4): 1627–1648. https://doi.org/10.1037/a0036717.
Reyna VF and Rivers SE (2008) Current theories of risk and rational decision making. Developmental Review 28(1): 1–11. https://doi.org/10.1016/j.dr.2008.01.002.
Reyna VF, Estrada SM, DeMarinis JA, Myers RM, Stanisz JM, and Mills BA (2011) Neurobiological and memory models of risky decision making in adolescents versus young adults.

Journal of Experimental Psychology: Learning, Memory, and Cognition 37(5): 1125–1142. https://doi.org/10.1037/a0023943.
Reyna VF, Chick CF, Corbin JC, and Hsia AN (2014) Developmental reversals in risky decision making: Intelligence agents show larger decision biases than college students.

Psychological Science 25(1): 76–84. https://doi.org/10.1177/0956797613497022.
Reyna VF, Weldon RB, and McCormick M (2015) Educating intuition: Reducing risky decisions using fuzzy-trace theory. Current Directions in Psychological Science 24(5): 392–398.

https://doi.org/10.1177/0963721415588081.
Reyna VF, Helm RK, Weldon RB, Shah PD, Turpin AG, and Govindgari S (2018) Brain activation covaries with reported criminal behaviors when making risky choices: A fuzzy-trace

theory approach. Journal of Experimental Psychology: General 147(7): 1094–1109. https://doi.org/10.1037/xge0000434.
Romer D, Reyna VF, and Satterthwaite TD (2017) Beyond stereotypes of adolescent risk taking: Placing the adolescent brain in developmental context. Developmental Cognitive

Neuroscience 27: 19–34. https://doi.org/10.1016/j.dcn.2017.07.007.
Rudolph MD, Miranda-Domínguez O, Cohen AO, Breiner K, Steinberg L, Bonnie RJ, Scott ES, Taylor-Thompson K, Chein J, Fettich KC, Richeson JA, Dellarco DV, Galván A, Casey BJ,

and Fair DA (2017) At risk of being risky: The relationship between “brain age” under emotional states and risk preference. Developmental Cognitive Neuroscience 24: 93–106.
https://doi.org/10.1016/j.dcn.2017.01.010.

Sherman L, Steinberg L, and Chein J (2018) Connecting brain responsivity and real-world risk taking: Strengths and limitations of current methodological approaches. Developmental
Cognitive Neuroscience 33: 27–41. https://doi.org/10.1016/j.dcn.2017.05.007.

Shulman EP, Smith AR, Silva K, Icenogle G, Duell N, Chein J, and Steinberg L (2016) The dual systems model: Review, reappraisal, and reaffirmation. Developmental Cognitive
Neuroscience 17: 103–117. https://doi.org/10.1016/j.dcn.2015.12.010.

Silverman MH, Jedd K, and Luciana M (2015) Neural networks involved in adolescent reward processing: An activation likelihood estimation meta-analysis of functional neuroimaging
studies. NeuroImage 122: 427–439. https://doi.org/10.1016/j.neuroimage.2015.07.083.

Smith AR, Chein J, and Steinberg L (2014) Peers increase adolescent risk taking even when the probabilities of negative outcomes are known. Developmental Psychology 50(5):
1564–1568. https://doi.org/10.1037/a0035696.

Somerville LH, Haddara N, Sasse SF, Skwara AC, Moran JM, and Figner B (2019) Dissecting “peer presence” and “decisions” to deepen understanding of peer influence on adolescent
risky choice. Child Development 90(6): 2086–2103. https://doi.org/10.1111/cdev.13081.

Steinberg L (2008) A social neuroscience perspective on adolescent risk-taking. Developmental Review 28(1): 78–106. https://doi.org/10.1016/j.dr.2007.08.002.
Steinberg L (2010) A dual systems model of adolescent risk-taking. Developmental Psychobiology 52(3): 216–224. https://doi.org/10.1002/dev.20445.
Steinberg L (2015) How to improve the health of american adolescents. Perspectives on Psychological Science 10(6): 711–715. https://doi.org/10.1177/1745691615598510.
Steinberg L (2020) Expecting Students to Play It Safe if Colleges Reopen Is a Fantasy. The New York Times. Retrieved from https://www.nytimes.com/2020/06/15/opinion/

coronavirus-college-safe.html.
Steinberg L and Icenogle G (2019) Using developmental science to distinguish adolescents and adults under the law. Annual Review of Developmental Psychology 1(1): 21–40. https://

doi.org/10.1146/annurev-devpsych-121318-085105.

https://doi.org/10.1037/lhb0000315
https://doi.org/10.1007/s10964-018-0891-9
https://doi.org/10.1111/j.1750-8606.2008.00071.x
https://doi.org/10.1111/j.1750-8606.2008.00071.x
https://doi.org/10.1037/xlm0000296
https://doi.org/10.1016/j.cogdev.2015.08.001
https://doi.org/10.1007/s10964-021-01419-x
https://doi.org/10.1007/s10964-021-01419-x
https://doi.org/10.1016/j.dcn.2019.100681
https://doi.org/10.1111/j.1467-9280.2008.02104.x
https://doi.org/10.1111/j.1467-9280.2008.02104.x
https://doi.org/10.1016/j.dr.2021.100985
https://doi.org/10.1007/s10964-021-01433-z
https://doi.org/10.1016/j.tics.2012.04.011
https://doi.org/10.1177/0146167209335166
https://doi.org/10.1177/0272989X08327066
https://doi.org/10.1016/j. tics.2020.05.015
https://doi.org/10.1073/pnas.1912441117
https://doi.org/10.1016/j.dr.2011.07.004
https://doi.org/10.1016/j.dr.2011.07.004
https://doi.org/10.1002/bdm.2179
https://doi.org/10.1037/a0032538
https://doi.org/10.1111/j.1467-9280.1994.tb00625.x
https://doi.org/10.1111/j.1467-9280.1994.tb00625.x
https://doi.org/10.1111/j.1529-1006.2006.00026.x
https://doi.org/10.1037/a0036717
https://doi.org/10.1016/j.dr.2008.01.002
https://doi.org/10.1037/a0023943
https://doi.org/10.1177/0956797613497022
https://doi.org/10.1177/0963721415588081
https://doi.org/10.1037/xge0000434
https://doi.org/10.1016/j.dcn.2017.07.007
https://doi.org/10.1016/j.dcn.2017.01.010
https://doi.org/10.1016/j.dcn.2017.05.007
https://doi.org/10.1016/j.dcn.2015.12.010
https://doi.org/10.1016/j.neuroimage.2015.07.083
https://doi.org/10.1037/a0035696
https://doi.org/10.1111/cdev.13081
https://doi.org/10.1016/j.dr.2007.08.002
https://doi.org/10.1002/dev.20445
https://doi.org/10.1177/1745691615598510
https://www.nytimes.com/2020/06/15/opinion/coronavirus-college-safe.html
https://www.nytimes.com/2020/06/15/opinion/coronavirus-college-safe.html
https://doi.org/10.1146/annurev-devpsych-121318-085105
https://doi.org/10.1146/annurev-devpsych-121318-085105


Dual and multi-process models of adolescent risk taking 293
Steinberg L, Albert D, Cauffman E, Banich M, Graham S, and Woolard J (2008) Age differences in sensation seeking and impulsivity as indexed by behavior and self-report: Evidence
for a dual systems model. Developmental Psychology 44(6): 1764–1778. https://doi.org/10.1037/a0012955.

Steinberg L, Icenogle G, Shulman EP, Breiner K, Chein J, Bacchini D, Chang L, Chaudhary N, Giunta LD, Dodge KA, Fanti KA, Lansford JE, Malone PS, Oburu P, Pastorelli C,
Skinner AT, Sorbring E, Tapanya S, Tirado L, Alampay LP, and ⋯ Takash H (2018) Around the world, adolescence is a time of heightened sensation seeking and immature self-
regulation. Developmental Science 21(2). https://doi.org/10.1111/desc.12532.

Sunstein CR (2008) Adolescent risk-taking and social meaning: A commentary. Developmental Review 28(1): 145–152. https://doi.org/10.1016/j.dr.2007.11.003.
Todd J, Kothe E, Mullan B, and Monds L (2016) Reasoned versus reactive prediction of behaviour: A meta-analysis of the prototype willingness model. Health Psychology Review 10(1):

1–24. https://doi.org/10.1080/17437199.2014.922895.
Tversky A and Kahneman D (1986) Rational choice and the framing of decisions. The Journal of Business 59(4): S251–S278. http://www.jstor.org/stable/2352759.
van den Bos W, Rodriguez CA, Schweitzer JB, and McClure SM (2015) Adolescent impatience decreases with increased frontostriatal connectivity. Proceedings of the National

Academy of Sciences 112(29): E3765–E3774. https://doi.org/10.1073/pnas.1423095112.
van Lettow B, de Vries H, Burdorf A, and van Empelen P (2016) Quantifying the strength of the associations of prototype perceptions with behaviour, behavioural willingness and

intentions: A meta-analysis. Health Psychology Review 10(1): 25–43. https://doi.org/10.1080/17437199.2014.941997.
Willoughby T, Heffer T, Good M, and Magnacca C (2021) Is adolescence a time of heightened risk taking? An overview of types of risk-taking behaviors across age groups.

Developmental Review 61: 100980. https://doi.org/10.1016/j.dr.2021.100980.

https://doi.org/10.1037/a0012955
https://doi.org/10.1111/desc.12532
https://doi.org/10.1016/j.dr.2007.11.003
https://doi.org/10.1080/&spi1;17437199.2014.922895
http://www.jstor.org/stable/2352759
https://doi.org/10.1073/pnas.1423095112
https://doi.org/10.1080/&spi1;17437199.2014.941997
https://doi.org/10.1016/j.dr.2021.100980



